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Learning goals

® Understand how machine learning (ML) components are parts of
larger systems

@ |llustrate the challenges in engineering an ML-enabled system
beyond accuracy

@ |llustrate the challenges in engineering an Al-enabled system
beyond accuracy



Outline

e Traditional Programing vs. ML
e (Case Studies
Model-Centric Pipeline: ML Basics
o Features
o Model Building
o Evaluation
e Why ML/AI projects fail?

o What's wrong with the model-centric pipeline?

o Are there any new challenges?
o ML Ops



Why ML/AI projects fail?

These “Al start-ups” are getting out of hand
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Why ML/AI projects fail?

NATIONAL HARBOR Md., June 7, 2022

Gartner Predicts Half of Finance Al Projects
Will Be Delayed or Cancelled By 2024

Why Most Machine Learning
Applications Fail To Deploy

Usama Fayyad Forbes Councils Member
Forbes Technology Council COUNCIL POST | Membership (Fee-Based)



Model-centric vs system-wide focus

® Traditional Model Focus (data science)

gg djilr e Data Data Data Feature Model Model
me?ﬂs Collection Labeling Cleaning Engineer. Training Evaluation

Typical Machine Learning Book

What’s wrong with the
model-centric pipeline?



Insufficient (relevant) data

@ “Little attention is paid at the one end to how data is collected and
labeled.”

@® “paradoxically, data is the most undervalued and de-glamorized
aspect of AL”

@® Understand the Data Requirements



World is not static

@ Concepts drift
O ML estimates f(x) =y

O  What if the relationship between x & y changes over time?



1 GoTranscript education discount Place Your Order O- Login Contact us
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" United States
Transcriptions samples

Captions and Subtitles samples

Academic Transcription Services

Our education transcription services have got you covered:

v Lectures v Seminars + Group discussions + Interviews + Presentations

20% discount for:

Reasons for change?
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Reasons for change?



World is not static

® Newer better models released
O Better model architectures

O More training data



ML makes mistakes

-

NeuralTalk2: A flock of birds flying in the air
Microsoft Azure: A group of giraffe standing next to a tree
Image: Fred Dunn, https://www.flickr.com/photos/gratapictures - CC-BY-NC
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Mitigation strategies?



Collecting feedback

What do you think?

O This is helpful
Report Incorrect Phishing RRelRit=ses:
O Something is wrong
O This isn't useful

If you received a phishing warning but believe that thi
please complete the form below to report the error to  Comments or suggestions?
report will be maintained in accordance with Google's

Optional

URL: The data you provide helps improve Google Search. Learn more

For a legal issue, make a legal removal request.

I'm not a robot Cancel

reCAPTCHA

Privacy - Terms

Commentis:
(Optional)

Submit Report

Go gle




Updating Models

® Models are rarely static outside the lab
® Data drift, feedback loops, new features, new requirements

® \When and how to update models?
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Human in the loop

Does Wednesday work for you?

7

r 2
L Sure, what time? 1 L Yes, what time? j | No, it doesn't. J
.

(h Reply> (r-) Forward)

Dr. Emily Slackerman Ackerman X
@EmilyEAckerman - Follow
i (in a wheelchair) was just trapped *on* forbes ave
by one of these robots, only days after their
independent roll out. i can tell that as long as they

continue to operate, they are going to be a major
accessibility and safety issue. [thread]

o —
0 83 2l i . . <

pittnews.com

Everything we know about the Starship food delivery robots

The white, 2-foot tall battery-powered delivery robots will be
sharing the sidewalk with Oakland pedestrians starting sometim...

10:27 PM - Oct 21, 2019 ®



Design for failures/mistakes

e Human-Al interaction design (human in the loop):
e Guardrails
e Mistakes detection and correction

e Undoable actions

https://ckaestne.medium.com/safety-in-ml-enabled-systems-b5a5901933ac



How to implement these
mitigation strategies?



System-wide pipeline: MLOps

g:djilre Data Data Data Feature Model Model Model Model
me?\ts Collection Labeling Cleaning Engineer. Training Evaluation Deployment Monitoring

Cloud, scaling Cloud, scaling

MLOps focus

Full pipeline automation

Focus: experimenting, deploying, scaling training and serving, model monitoring
and updating



ML models as part of a system

System: Transcription service

User Interface

User
Accounts

Payment

Speech Recognition

Database

Cloud Processing

Logging

Monitoring

Legend: EI Non-ML component, I:lML component, Dsystem boundary
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Machine Learning Pipeline
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System: Transcription service

End-User Internal
User Interface Data Labeling Tool

telemetry data collection

User Audio Model Inference:
Accounts Upload Feature Speech Recognition
Server

learns & deploys observes

Model

Trainin ipeli
Uil g ML Pipeline Monitoring

Payment

s1abbLy

scales with observes

Database Cloud Processing Logging Monitoring

Legend: D Non-ML component, DML component, Dsystem boundary
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Traditional vs. System-wide ML Pipeline

® Traditional
O  Getlabeled data
Identify and extract features
Split data into training and evaluation set

Learn model from training data

O O O O

Evaluate model on evaluation data

O  Repeat, revising features

® With production data
O  Evaluate model on production data; monitor
O  Select production data for retraining

O  Update model regularly

24



What (real) challenges are there in
building and deploying systems
with ML?



The road to production: a paradigm shift

S WHEN YOU STARTWORKING ON THE
A MLINFRASTRUCTURE INSTEAD OF THE Hﬂll[l

1 houriherelis'/ yearsiontearth



T-shaped professionals

|I-Shaped Generalist T-Shaped
Deep expertise in one topic Broad knowledge of many topics, Expert in one topic and broad
but not expert in any knowledge of other topics




What makes software with ML
challenging?

@ | ack of specification (unreliability, uncertain output, mistakes)?



Lack of specification

String transcrivg(File audloFile),




What makes software with ML
challenging?

® |ackof specification (unreliability)?

@ Complexity?



Complexity in Engineering Systems

@ Automobile ~30K parts
@ Airplane ~3M parts
® S Office ~40M LOC

® Debian ~400M LOC




What makes software with ML
challenging?

® |ackof specification (unreliability)?
@ Complexity?

® Big Data?



Big Data?

8000

7000

6000 —

5000 —

data sent to the CERN tape archive (in TB), 2008-2016

AFS AMS = COMPASS . NAG61  nTOF

user mALICE wATLAS = CMS = LHCb

This plot represents the amount of data, in
TB, belng sent to the CERN archive between
2008 and 2016. The yearly amount of LHC
data has gradually increased since 2010
(Run 1, 2010: 12.5 PB, 2011: 19.1 PB, 2012:

27 PB) and during Run 2 (31.5 PB).

Image credit: CERN.



What makes software with ML
challenging?

® |ackof specification (unreliability)?
@ Complexity?
® Big Data?

@ |nteraction with the environment?



Interaction with the environment

System: Transcription service <>
User Interface
il Payment Speech Recognition
Accounts -
Database Cloud Processing Logging Monitoring

Legend: I:l Non-ML component, DML component, Dsystem boundary

What challenges could be new? What challenges
could be magnified?
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Safety?

https://www.alphr.com » review > smart-toaster

The Highest-Rated Smart Toasters in 2022 - Alphr Reviews

Aug 19, 2022 — Works on artificial intelligence (Al). A smart toaster operates on
artificial intelligence to detect and control the whole toast-making process, ...

Safety risks?
How can you mitigate these risks?




Interaction with the environment: safety

B3 The Daily Star

Microwave attempts to murder owner after gaining artificial
intelligence 'demon soul'

A YouTuber who tried to resurrect his childhood imaginary friend by giving a microwave
artificial intelligence says it tried to kill him.

Apr 28, 2022



Safety Assurance in/outside the Model

In the model

- Ensure maximum toasting time ,_
- Use heat sensor and past outputs for prediction ==

Hard to make guarantees

Outside the model

- Simple code check for max toasting time
- Non-ML rule to shut down if too hot
- Hardware solution: thermal fuse




Interaction with the environment:
feedback loops

ML Model: Use historical arrest records to predict crime rates by
neighborhoods
Used for predictive policing: Decide where to allocate police patrol



Feedback loops

Historic bias

—P» Data

ML'—JI Model

Predictions

\ i

influence

MIT
Technology Featured  Topics Events  Podcast: Signin Subscribe
Review

ARTIFICIAL INTELLIGENCE

Predictive policing algorithms are racist.

They need to be dismantled.

Lack of transparency and biased training data mean these tools are not fit for
purpose. If we can't fix them, we should ditch them.

By Will Douglas Heaven July 17,2020




Feedback loops

Historic bias

—» Data

ML—® Model

€he New YPork Eimes

THE SHIFT

influence

_\‘T Predictions

T

YouTube Unleashed a Conspiracy
Theory Boom. Can It Be Contained?



What makes software with ML
challenging?

® |ackof specification (unreliability)
@® Complexity
® Big Data

@ |nteraction with the environment



What makes software (systems) with ML
challenging?

It's not all new

Safe software with unreliable components
Cyber-physical systems

Non-ML big data systems, cloud systems

"Good enough" and "fit for purpose" not "correct"

We routinely build such systems

ML intensifies our challenges



ML COMPONENT TRADEOFFS



Qualities of ML Components

Accuracy

Capabilities (e.g. classification, recommendation, clustering...)
Amount of training data needed

Inference latency

Learning latency; incremental learning?

Model size

Explainable? Robust?

45



Understanding Capabilities and Tradeoffs

@® Deep Neural Networks ® Decision Trees

input layer hidden layer 1 hidden layer 2 hidden layer 3
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Trade-offs: Cost vs Accuracy

etflix Prize . 4 @ .

Home Rules Leaderboard Update Download
Showing Test Score k
Display top 2 » | leaders.
Rank Team Name Best Test Score % Improvement Best Submit Time

"We evaluated some of the new methods offline but the additional
accuracy gains that we measured did not seem to justify the
engineering effort needed to bring them into a production

environment.”

N



Trade-offs: Accuracy vs
Interpretability

Interpretability

High

N

Low

ML Algorithmic Trade-Off

* on real-world data sets
Lasso
Linear/Logistic
Regression
Decision Trees Tﬁ
- y
: Bagging
N Bayes
i o Random Forest®
Splines
Nearest Boosting
~ Neighbors
warﬂ‘“g & Gaussian/
. HT Dirichlet
unscsenhf:;d‘ Protesses ﬁ
s % J SVM
op\moﬂa Neural Nets . x 54
» - Deep Learning
Low » High
Accuracy
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SYSTEM ARCHITECTURE
CONSIDERATIONS



Case Study: Augmented reality
translation

cash only |

° -




Where should the model live?

From images to text

Component

Translation
Component

From text to text

51



Where should the model live?

Prediction

52



Where should the model live?

Car

Detector

53



Typical Designs

e Static intelligence in the product

@)

o O O O

difficult to update

good execution latency

cheap operation

offline operation

no telemetry to evaluate and improve

e C(lient-side intelligence

O

@)

O

updates costly/slow, out of sync problems
complexity in clients
offline operation, low execution latency

54



Considerations

How much data is needed as input for the model?

How much output data is produced by the model?

How fast/energy consuming is model execution?

What latency is needed for the application?

How big is the model? How often does it need to be updated?
Cost of operating the model? (distribution + execution)
Opportunities for telemetry?

What happens if users are offline?

55



Summary

@® production Al-enabled systems require a whole system perspective
beyond just the model or the pipeline

@ Machine learning brings new challenges and intensifies old ones

@® Building ML systems need team efforts

e Collaborative culture among Software Engineers, Data Scientists,
Stakeholders is necessary

56



