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Learning goals

Understand challenges for QA of ML systems
Be able to test assumptions about the data

List quality attributes to consider in building ML systems
Understand different definitions of fairness

Discuss methods for measuring fairness

Outline interventions to improve fairness at the model level



Outline

e Data Qualities
e Model Qualities
e Fairness



“Data” science

When you find out Machine Learning
really means endless data cleaning

"Data cleaning and repairing account for about 60% of the
work of data scientists."”



3% 5%

4%

® Building training sets: 3%

® (Cleaning and organizing data: 60%
® C(ollecting data sets; 19%

@ Mining data for patterns: 9%

® Refining algorithms: 4%

® Other:5%

) S3D



What makes good quality data?

e Accuracy
o The data was recorded correctly.

e Completeness
o All relevant data was recorded.

e Uniqueness
o The entries are recorded once.

e Consistency
o Format, units, data agrees with itself

e Timeliness
o The data is kept up to date.
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Data is noisy

® Multiple sources

® Unreliable sensors or data entry

® Wrong results and computations, crashes
® Duplicate data, near-duplicate data

e Out of order data

® Data format invalid



Data quality and ML

® More data -> better models (up to a point)

® Noisy data (imprecise) -> less confident models
o Some ML techniques are more or less robust to noise

® Inaccurate data: misleading models, biased models

® Need the "right" data

® Invest in data quality, not just quantity



Dirty data: Example

TABLE: CUSTOMER

ID Name Birthday Age Sex Phone ZIP
3456 Ford, Harrison |18.2.76 43 M 9999999999 |15232
3456 Mark Hamil 33.8.81 43 M 6173128718 |17121
3457 Kim Kardashian [11.10.56 63 M 4159102371 (94016
TABLE: ADDRESS

ZIP City State

15232 Pittsburgh PA

94016 Sam Francisco |CA

73301 Austin Texas

Q. Can we (automatically) detect errors? Which errors are problem-dependent?




How do you avoid bad data?
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Common strategies

® Enforce schema constraints
o e.g., delete rows with missing data or use defaults

® Explore sources of errors (Data exploration)
o e.g., debugging missing values, outliers

® Remove outliers
o e.g., Testing for normal distribution, remove > 20

e Normalization
o e.g., range [0, 1], power transform

® Fill in missing values
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Data cleaning tools

Gouogle refine  goverment IT contracts  perrases
Facet/ Filter  Undo / Redo & 5200 rows
Refresh Reset All Remove All Show as: rows records
* Type of Contract changs | Y AN SO )
783 choices Sortby: name count Cluster L -
Firm Fixed Price O 3 =
FFP: Firm Fixed Price o) ; o
T&M: Time & Materials
Time and Materials 3 154
Time & Materials | R edt incude
CPFF: Cost Plus Fixed Fee 4. 1542
CPAF: Cost Plus Award Fee
Task Based Indefinite i
Delivery/Indefinite Quantity (ID/1Q) Time & & .
Materials (T&M) Task Order
Firm-Fixed-Price 1 A = 1945
Fixed Price v
7. 1945
B 1847

Show: 5 10 25 50 rows

¥ Contractor Name

ASAP SOFTWARE
EXPRESS INC DELL
MARKETING LP.

BMC SOFTWARE
DISTRIBUTION
INCORPORATED

GOVCONNECTION
INCORPORATED

! ITS CORPORATION

SENET
INTERNATIONAL
CORPORATIO

IT FEDERAL SALES
LIMITED LIABILITY
COMPANY

¥ Type of Contract

Microsoft Enterprise
Agreement

Remedy Service Desk
Maintenance

Cisco SmartNet

Time & Materials

Firm Fixed Price C8A

firm fixed price

frm fixed price

firm fixed price

¥ Date of A
04/01/2009

04/01/2009

05/01/2008

12/31/2008

05/04/2009

01/28/2009

10/01/2008

0973072009

OpenRefine (formerly Google Refine), Trifacta Wrangler, Drake, etc.,
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Probabilistic repair

® Use rules to identify inconsistencies and the more likely fix
e If confidence high enough, apply automatically

® Show suggestions to end users (like spell checkers) or data
scientists

® Many tools in this area
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HOLOCLEAN: Al to create more Al

Input The HoloClean Framework Output
) Proposed Cleaned Dataset
Dataset to be cleaned -
— o R 1. Error detection (: DBAName| Address | City |State| Zip
o) Adckwss | Siave D module : 1, ||, d9bn 34658 | Ghicago | IL | 60608
9 ._John 34658 Chicago | IL 60608 ) | Veliotis Sr. | Morgan ST
__|VeliotisSr.| MorganST | ™ %" | " | T t2 dony 34058 Chic L 60608
John M58 [ | i | egite Veliotis Sr. | Morgan ST A0
| ¥ | Veliotis St. | Morgan ST | 9 | @ | don 655 | oo | L | 60608
13 | John 3465 S Chicago | IL 60609 2. Automatic | Veliotis Sr. | Morgan ST
| Veliotis Sr. | Morgan ST | = v 14 John 3465 S Chicago | IL 60608
W & 34658 = compilation to a Veliotis Sr.| Morgan ST
Rt | Morgan ST |55 ope oo
probabilistic Marginal Distribution
Denial Constraints External Information graphical model of Cell Assignments
¢l: DBAName - Zip : ‘ = Cell Possible Values | Probability
c2: Zip - City, State riccmsoed] brotid l““ ez bt 60608 0.84
c3: City, State, Address —» Zip 5‘6:5!{-%12!— o w ol g = t2.Zip T = 1
Matchii Depend i 'm:”“k’ <n - [ 60610 3' Repalr via S - > | 60609 16
chin encies ] e ] M B e )| o o = 0.95
ml: Zip=Ext za?a (*uyp_erx City ZAECITT | Ohoson:| K- o Stat|St'cal Iearn'ng .: :.
m: Zip = Bxt Zip - State = Bxt St N oo | & | wem and infernece s
m3: xt.City A State = Ext_States
A Address = Ext_Address — Zip = Ext. Zip
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Data drift

e Structural drift

o Data schema changes, sometimes by infrastructure
changes
m e.g., 4124784115 -> 412-478-4115

e Semantic drift
o Meaning of data changes, same schema

o e.g., Netflix switches from 5-star to +/- rating, but still
uses 1and5

e Distribution changes
o e.g., credit card fraud differs to evade detection
o e.g., marketing affects sales of certain items
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Case study: Cancer detection

S3D
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Model qualities

® Prediction accuracy of a model is important

® But many other quality matters when building a system:

©)

O O O O O O O

Model size

Inference time

User interaction model

Kinds of mistakes made

How the system deals with mistakes
Ability to incrementally learn

Safety, security, fairness, privacy
Explainability

® Today: Narrow focus on prediction accuracy of the model
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A note on terminology

In machine learning, "performance" typically refers to accuracy
"this model performs better"” = it produces more accurate results
Be aware of ambiguity across communities.

e When speaking of "time", be explicit: "learning time", "inference
time", "latency",

18



Classification Accuracy

e Binary classification: Positive / Negative
e Possible classification outcomes:

O

O
O
O

TN: True Negatives
TP: True Positives
FN: False Negatives
FP: False Positives
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Actual Predicted
Class Class
Negative Positive
Negative| TN FP
Positive FN TP



Key metrics

TP + TN

Accuracy =

TP + TN + FP + FN

P
TP+ FN

TP
TP + FP

Recall =

Precision =



Example: Cancer prediction

Number of cases: 100,000

Actual Predicted Predicted
State Negative Positive

Negative TN 97750 FP 150
Positive FN 330 TP 1770
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Accuracy

® Proportion of correct classifications (true positives and negatives)
from overall number of cases

TP+ TN
TP+ TN+ FP + FN

Accuracy =

97.750 + 1,770
Accuracy = ™ _;00 = 0.9952
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Recall

® Proportion of correct positive classifications (true positives) from
cases that are actually positives

o aka true positive rate, hit rate, sensitivity; higher is better
o False negative rate = 1 - recall
m aka miss rate; lower is better

P
TP+ FN

1770

Recall = 1770 = 330 = (0.8428

Recall =
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Precision

® Proportion of correct positive classifications from cases that are
predicted as positive

TP

TP + FP

Precision = LA 0.9219
recision = —-——=>=0.

Precision =

24



Is 99% accuracy good?

® depends on problem; can be excellent, good, mediocre, terrible

® 10% accuracy can be good on some tasks (information retrieval)

Always compare to a base rate!

(1 —deelraeys i) — (1— accuracyf)

Reductionin error =
1 accuracy baseline

® from 99.9% to 99.99% accuracy = 90% reduction in error

e from 50% to 75% accuracy = 50% reduction in error
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Baselines?

e Suitable baselines for cancer prediction? For recidivism?
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Consider the baseline probability

Predicting unlikely events -- 1 in 2000 has cancer (stats)

Random predictor Never cancer predictor
Cancer Noc. Cancer Noc.
Cancer pred. 3 4998 Cancer pred. 0 0
No cancer pred. 2 4997 No cancer pred. 5 9995
.5 accuracy, .6 recall, 0.001 precision .999 accuracy, 0 recall, .999 precision

See also Bayesian statistics

27



Case study: Mitosis detection

dataset infage 5 (full) (detail 1)

M My
o
£ p
s o
=3
=}
P & Local max
2 >
Original RGB Image DNN Pr(p is close to a mitosis centroid)

Fig. 1. Top left: one image (4 MPixels) corresponding to one of the 50 high power fields repre-
sented in the dataset. Our detected mitosis are circled green (true positives) and red (false posi-
tives); cyan denotes mitosis not detected by our approach. Top right: details of three areas (full-
size results on the whole dataset in supplementary material). Note the challenging appearance of
mitotic nuclei and other very similar non-mitotic structures. Bortom: overview of our detection
approach.
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Validating the model

e Validation data should reflect usage data

® Be aware of data/concept drift? (face recognition during pandemic,
new patterns in credit card fraud detection)

"L TechThelLead

Coronavirus Mask Keeps You Protected Without Messing
With Your Face ID

Coronavirus Mask Keeps You Protected Without Messing With Your Face ID
... S0, a design firm in San Francisco that makes trendy dystopian ... If
you're probably wondering if it's all a joke, well even they don't have a final
Feb 20, 2020
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Independence of data

Kaggle competition on detecting distracted drivers
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Fairness: What is fair?

Fairness discourse asks questions about how to treat people and whether

treating different groups of people differently is ethical. If two groups of
people are systematically treated differently, this is often considered unfair.

Philosophy: “what is fair is also what is morally right.”

Law: “protect individuals and groups from discrimination or mistreatment
with a focus on prohibiting behaviors, biases and basing decisions on
certain protected factors or social group categories”



Fairness is still an actively studied &
disputed concept!

BRIEF HISTORY OFf FAIRNESS IN ML

OH., CRAP.
LOL FAIRNESS)

PAPERS

] ]
20 202 2003 2004 20Y§ 2006 20Y7



Fairness:
Running Example - Mortgage Applications

Running Example: Mortgage Applications
Home ownership is key path to build generational wealth
Past decisions often discriminatory (redlining)
Replace biased human decisions by objective and more accurate ML
model
o income, other debt, home value
o past debt and payment behavior (credit score)
Reduce operational costs and turn times within the mortgage
process.

The Future Of Mortgage
Lending: How AI And Humans
Can Coexist

Alec Hanson Forbes Councils Member
Forbes Finance Council COUNCIL POST | Membership (Fee-Based)
M 9. 2023, 07:30am EST



Past bias, different starting positions

Median before-tax family income
== \White, non-Hispanic
$80,000

$60,000 W

$20,000

== Black, non-Hispanic
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Source: Federal Reserve’s Survey of Consumer Finances



Q. What is fair in mortgage applications?



Varieties of fairness

e Group unaware
® Demographic parity
® Equalized Odds
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Varieties of fairness

® Group unaware (blindness)

37



Group Unaware

e Also called fairness through blindness or fairness through
unawareness

e Ignore certain sensitive attributes when making a decision

e Example: Remove gender and race from mortgage model

e Easytoimplement, but any limitations?



Group Unaware: Issues

e Proxies: Features correlate with protected attributes

Race and Ethnicity
in New York City Neighborhoods

Whte No Majonty
Mooty Most White

Hespanc No Magonty
Majority Most Hispanic

Alncan
Amencan No Magorty
Magondy Most African Amernican
M nvo Magority
] Most Asian

Queens

Staten Island



Group Unaware:
Is all discrimination is harmful?



Group Unaware:
Not all discrimination is harmful

OOOOO LEAPING CAUSES OF PEATH

TOP 10 FOR MEN

TOP 10 FOR WOMEN

FEDERAL TRADE COMMISSION

Mortgage discrimination is against the law.

e Loan lending: Gender and racial discrimination is illegal.
e Maedical diagnosis: Gender/race-specific diagnosis may be desirable.

e Discrimination is a domain-specific concept!



Ensuring Group Unawareness

e How to train models that are fair wrt. group unawareness?
o Simply remove features for protected attributes from training and
inference data
o If you can’t edit the model
m Null/randomize protected attribute during inference
e How to test if models are fair wrt. group unawareness?
o Vx.f(x[p—0])=f(x[p—1])
o Test with any test data, e.g., purely random data or existing test data
o Any single inconsistency shows that the protected attribute was

used. Can also report percentage of inconsistencies.



Varieties of fairness

® Group unaware (blindness)

e Demographic parity (independence)
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Demographic parity
Key idea: Compare outcomes across two groups

e Similar rates of accepted loans across racial/gender groups?
e Similar chance of being hired/promoted between gender groups?
e Similar rates of (predicted) recidivism across racial groups?

e Outcomes matter, not accuracy!



Varieties of fairness

® Group unaware (blindness)
® Demographic parity (independence)

e Equalized odds (separation)
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Equalized Odds

Key idea: Focus on accuracy (not outcomes) across two groups

e Similar default rates on accepted loans across racial/gender
groups?

e Similar rate of "bad hires" and "missed stars" between gender
groups?

e Similar accuracy of predicted recidivism vs actual recidivism across
racial groups?

e Accuracy matters, not outcomes!

Usually implemented by training different models



