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Outline

• Why ML/AI projects fail?
• Data quality
• Fairness issues

• What’s wrong with the model-centric pipeline?
• Are there any new challenges?
• What is ML Ops?



Why ML/AI projects fail?



“Data” science
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What makes good quality data?
• Accuracy

• The data was recorded correctly.
• Completeness

• All relevant data was recorded.
• Uniqueness

• The entries are recorded once.
• Consistency

• Format, units, data agrees with itself
• Timeliness

• The data is kept up to date.

6



Data is noisy
• Multiple sources
• Unreliable sensors or data entry
• Wrong results and computations, crashes
• Duplicate data, near-duplicate data
• Out of order data
• Data format invalid



Data quality and ML
• More data -> better models (up to a point)
• Noisy data (imprecise) -> less confident models

• Some ML techniques are more or less robust to noise

• Inaccurate data: misleading models, biased models 
• Need the "right" data
• Invest in data quality, not just quantity



Validating the model
• Validation data should reflect usage data
• Be aware of data/concept drift? (face recognition during 

pandemic, new patterns in credit card fraud detection)

Real DataTraining Data



Fairness: What is fair?
Fairness discourse asks questions about how to treat people and 
whether treating different groups of people differently is ethical. If 
two groups of people are systematically treated differently, this is 
often considered unfair.

Philosophy: “what is fair is also what is morally right.”

Law: “protect individuals and groups from discrimination or 
mistreatment with a focus on prohibiting behaviors, biases and 
basing decisions on certain protected factors or social group 
categories”



Fairness is still an actively studied & 
disputed concept!



Example - Mortgage Applications

• Home ownership is key path to build 
generational wealth

• Past decisions often discriminatory 
(redlining)

• Replace biased human decisions by 
objective and more accurate ML 
model

• income, other debt, home value
• past debt and payment behavior 

(credit score)
• Reduce operational costs and turn 

times within the mortgage process.



Past bias, different starting positions

Source: Federal Reserve’s Survey of Consumer Finances



Varieties of fairness
• Group unaware

• Don’t use sensitive attributes (e.g., gender, race) in the model

• Demographic parity
• Outcomes (e.g., acceptance rate) should be similar across 

groups

• Equalized odds
• Accuracy of predictions should be equal across groups
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Why ML/AI projects fail? What’s wrong?



Model-centric vs system-wide focus

• Traditional Model Focus (data science)

What’s wrong with the model-centric pipeline?



World is not static
• Concepts drift

• ML estimates f(x) = y 
• What if the relationship between x & y changes over time?

• Data drift
• Statistical properties of the input data change over time
• Causes: 

• External factors (e.g., market trends, user behavior shifts).
• Sensor recalibrations or environmental changes.
• Changes in data collection methods or quality.

• Impact:
• Model performance degrades as the training data no longer accurately 

represents the real-world scenario.



Data drift - Monitoring



ML makes mistakes



Mitigation strategies?



Collecting feedback



Updating Models

• Models are rarely static outside the lab

• Data drift, feedback loops, new features, new 
requirements

• We should consider when and how to update models
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Human in the loop



Design for failures/mistakes
• Human-AI interaction design (human in the loop)

• Guardrails

• Mistakes detection and correction

• Undoable actions

https://ckaestne.medium.com/safety-in-ml-enabled-systems-b5a5901933ac



System-wide pipeline



ML models as part of a system
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What (real) challenges are there in 
building and deploying systems with ML?



What makes software with ML challenging?

• Lack of specification (unreliability)?

• Complexity?

• Big Data?

• Interaction with the environment?

Which of these are truly new challenges, and which are just 
old software-engineering problems in disguise?



Interaction with the environment: safety

Safety risks?
How can you mitigate these risks?



What makes software with ML 
challenging?
• Lack of specification (unreliability)

• Complexity

• Big Data

• Interaction with the environment



What makes software (systems) with 
ML challenging?

It’s not all new… ML intensifies our challenges



System Architecture Tradeoffs
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Activity

Pick one scenario based on where you are seating

• Transcription Services   (front rows)
• Parking Sensor (middle rows)
• Surge Prediction (back rows)

Discuss in groups these questions:

• Where should the model be deployed? e.g.,  in the 
cloud, on-premises, on directly on the devices?

• What are the key factors influencing this choice 
(e.g., latency, computational power, data privacy)?



Where should the model live?
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Where should the model live?

78

Car

Phone

Cloud

Surge 
Prediction



Where should the model live?
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Typical Designs
• Static intelligence in the product

• difficult to update
• good execution latency
• cheap operation
• offline operation
• no telemetry to evaluate and improve

• Client-side intelligence
• updates costly/slow, out of sync problems
• complexity in clients
• offline operation, low execution latency



Considerations for deployment
• How much data is needed as input for the model?

• How much output data is produced by the model?

• How fast/energy consuming is model execution?

• What latency is needed for the application?

• How big is the model? How often does it need to be updated?

• Cost of operating the model? (distribution + execution)

• Opportunities for telemetry?

• What happens if users are offline?



MLOps



MLOps

• Many vague buzzwords, often not clearly defined
• MLOps: Collaboration and communication 

between data scientists and operators, e.g.,
• Automate model deployment
• Model training and versioning infrastructure
• Model deployment and monitoring



MLOps Overview

• Integrate ML artifacts into software release process, unify 
process (i.e., DevOps extension)

• Automated data and model validation (continuous 
deployment)

• Continuous deployment for ML models: from 
experimenting in notebooks to quick feedback in 
production

• Versioning of models and datasets 
• Monitoring in production



MLOps Tools (examples)

• Model versioning and metadata: MLFlow, Neptune, ModelDB, 
WandB, ...

• Model monitoring: Fiddler, Hydrosphere
• Data pipeline automation and workflows: DVC, Kubeflow, Airflow
• Model packaging and deployment: BentoML, Cortex
• Distributed learning and deployment: Dask, Ray, ...
• Feature store: Feast, Tecton
• Integrated platforms: Sagemaker, Valohai, ...
• Data validation: Cerberus, Great Expectations, …

Long list: https://github.com/kelvins/awesome-mlops



Process for AI-Enabled 
Systems



Change of process/ metrics/ mindsets needed…

We often run into engineers 
thinking about these as unit 
tests. […] It is OK that there is 
63 failures. Engineers tend to 
think about it as ohh [...] I 
need […]. 100% pass rate

Nahar, Nadia, et al. "Beyond the Comfort Zone: Emerging Solutions to Overcome Challenges in Integrating LLMs into Software Products.”
ICSE SEIP 2024. 87



Change of process/ metrics/ mindsets needed…

Nahar, Nadia, et al. "Collaboration challenges in building ml-enabled systems: Communication, documentation, engineering, and process." 
Proceedings of the 44th international conference on software engineering. 2022. 88



Data Science is Iterative and 
Exploratory

• Science mindset: start with rough goal, no clear 
specification, unclear whether possible

• Heuristics and experience to guide the process
• Try and error, refine iteratively, hypothesis testing
• Go back to data collection and cleaning if needed, revise 

goals



Trajectories

• Not every project follows the same development process, 
e.g.

• Small ML addition: Product first, add ML feature later
• Research only: Explore feasibility before thinking about a 

product
• AI first: Model as central component of potential product, build 

system around it
• Different focus on system requirements, qualities, and 

upfront planning
• Manage interdisciplinary teams and different expectations



Computational Notebooks

• Origins in "literate programming", 
interleaving text and code, treating 
programs as literature (Knuth 84)

• Document with text and code cells, 
showing execution results under cells

• Code of cells is executed, per cell, in 
a kernel

• Many notebook implementations 
and supported languages, Python + 
Jupyter currently most popular



Notebooks Support Iteration and 
Exploration

• Quick feedback, similar to REPL
• Visual feedback including figures and tables
• Incremental computation: running individual cells
• Quick and easy: copy paste, no abstraction needed
• Easy to share: document includes text, code, and 

results



Brief Discussion: Notebook Limitations 
and Drawbacks?



Summary

• Production AI-enabled systems require a whole system 
perspective beyond just the model or the pipeline

• Machine learning brings new challenges and intensifies 
old ones

• Building ML systems need team efforts

• Collaborative culture among Software Engineers, Data 
Scientists, Stakeholders is necessary


